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Abstract—This paper outlines the plan to build an HMM-based baseline speech synthesis system for the Xitsonga language. The system to be built should produce natural sounding synthetic speech given typed or stored text input. It should further be able to model some speaker characteristics and speaking styles. Using HMMs such a system can be built without requiring a very large speech corpus for training the system. This research project forms part of the broader speech technology project that aims to develop spoken language systems for human-machine interaction using the eleven official languages of South Africa.

Index Terms—HMM-based speech synthesis, text-to-speech

1. INTRODUCTION

This study focuses on building a general-purpose Xitsonga speech synthesis system that is flexible, intelligible and natural sounding. The system should be able to model some of the desirable speaker characteristics and speaking styles. Speech synthesis systems also referred to as text-to-speech (TTS) systems receive typed or stored text as input and produce the equivalent speech waveform as output as depicted in Fig 1.

Fig1. A general outline of a TTS showing text as input, the TTS system, and speech waveform as output

The synthesis task will be carried out using an HMM-based speech synthesis (HTS) approach. This method makes it easy to accomplish our task without requiring a very large training speech corpus. The HTS approach requires much less speech data to train the system as compared to the concatenative-based synthesis approach. In addition to a smaller training corpus, HTS also requires very little memory for the synthesis engine at runtime. As a result, TTS systems based on this approach can easily be integrated into handheld devices [1].

Speech synthesis systems have over the years been developed for various languages all over the world. Most of those systems have been developed using unit selection methods which have proved to produce very natural sounding speech; though at the cost of very large speech training corpus. There is currently no TTS in Xitsonga at the University of Limpopo speech technology program, thus the system to be built will be the first of its kind for this language. The results of the 2001 census indicated that by that year Xitsonga was spoken by about 4.44% of South African citizens as their home language.

Speech synthesis systems have various areas of applications: hands and eyes-free computer interaction, email readers, translation systems, learning assistant systems for the handicapped, speaker verification systems etc. [1]

The remainder of the paper is outlined as follows: section 2 gives a brief overview of components that makeup our HMM-based speech synthesis system. Section 3 gives concluding remarks.

2. THE HMM SPEECH SYNTHESIS SYSTEM

2.1. Recording of speech database

A regular good-quality microphone will be used to record the speech corpus. The recording process will be executed in a specialized noise-free room. Speech by several speakers will be recorded and stored in the speech database, though there will be one main speaker. The recording process will occur over a number of days for all the speakers in order to capture variability in speakers’ speaking characteristics. Phonetically balanced sentences in Xitsonga will be used for recording. These sentences should be from a wide variety of areas in order to make the system as much general-purpose as possible. Multiple instances of phoneme HMM utterances may be stored in the speech database in order to represent different contexts.

2.2. Training phase

Initially, spectrum (mel-cepstral coefficients) and excitation (log fundamental frequency or log F0) parameters are extracted from the speech database and their dynamic features (delta and delta-delta coefficients) are calculated [1, 2]. The extracted parameters model speaker characteristics and speaking styles and they are used to train (or model) the context-dependent phoneme HMMs [3]. Spectrum parameters are modeled by multivariate Gaussian distributions, whereas excitation parameters are modeled by multi-space probability distribution hidden Markov models (MSD-HMMs) [1].
A decision-based clustering technique which uses the Minimum Distance Length (MDL) criterion is applied separately to distributions of mel-cepstral, log F0 and state durations of the context-dependent phoneme HMMs [2, 3]. This technique ties contextual factors (i.e. phoneme identity, stress-related and locational contexts) that are almost similar. This is done because it is both impractical and impossible to prepare a speech database that can model all combinations of contextual factors. A re-estimation of the clustered context-dependent phoneme sequence will then be performed using the expectation-maximization (EM) algorithm [3]. Clustering is also used to generate excitation and spectrum parameters for newly observed vectors, i.e. observation vectors not included in the training corpus [4].

State durations are modeled by context-dependent n-dimensional Gaussian distributions which are then clustered by a decision tree. State densities capture/model the temporal structure of speech [2, 5]. Mel-cepstral coefficients, log F0 and state durations will be modeled simultaneously in a unified framework of HMM [2, 5].

2.3. Adaptation phase

A speaker adaptation technique is used to adapt a target speaker using the trained HMM from the training phase. Tikashi Masuko in [1] indicates that the adaptation technique requires only a small amount of speaker adaptation data from the target speaker. The adaptation process may be done using an individual speakers’ speech data or by averaging several speakers’ speech data [1]. Speaker voice characteristics, styles or even emotions can be modified/updated by transforming HMM parameters using adaptation or other methods (such as interpolation and eigenvoices) [3].

2.4. Synthesis phase

An arbitrary text to be synthesized will be input, it will then be transformed into a context-dependent phoneme label sequence. A sentence HMM should then be generated by concatenating the adapted context-dependent phoneme HMMs from the adaptation phase according to the context-dependent phoneme label sequence. State duration distributions are then used to determine state durations of the label sequence [3]. A speech parameter generation algorithm is then used to generate spectrum and excitation parameters from the context-dependent phoneme HMMs. The Mel Log Spectrum Approximation (MLSA) filter is used to synthesize a speech waveform from both spectral and excitation parameters [2, 3].

2.5. Evaluation of the HTS

A black-box evaluation method [6] will be used to evaluate the performance of the system for naturalness and intelligibility. Xitsonga mother tongue speakers will be selected ranging from less literate to professionals. These candidates will evaluate the system and rate it with respect to its observed naturalness and intelligibility separately. They will be given a range of possible options to select one that best characterizes their opinion. The mean opinion score (MOS) of all the results will be calculated at the end.

2.6. HTS Toolkit

The HMM-based synthesis system has a toolkit which is provided as a patch to HTK. For this project, the HTK 3.4.1 embedded with HTS version 2.1.1 will be used for experimentations [7].

3. CONCLUSION

The development of the first baseline Xitsonga TTS using an HMM-based speech synthesis (HTS) approach as part of the broader project of speech technology will increase the number of essential components of indigenous South African spoken language systems. The system should be highly intelligible and natural sounding; and should also model some of the desirable speaker characteristics well.
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